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Abstract

It is well known that Frege was an extensionalist, in the following sense: he held that the truth-value of a sentence is always a function only of (its syntax and) the references (the “extensions”) of its parts. One consequence of this view is that expressions occurring in certain linguistic contexts—for example, the that-clauses of propositional attitude ascriptions—do not have their usual references, but refer instead to what are usually their senses. But although a number of philosophers have objected to this result, no one has yet attempted to see what happens to Frege’s views—and, in particular, to his theory of sense and reference—if his extensionalism is abandoned while his other views are (so far as possible) maintained. This paper thus does two things. First, it clears the way for such an attempt, by arguing that recent defenses of Frege’s extensionalism—by Tyler Burge, Saul Kripke, Terence Parsons, and Christopher Peacocke—fall short. Second, it sketches a positive proposal for a non-extensionalist application of Frege’s theory of sense and reference to sentences of indirect discourse and ascriptions of propositional attitude.
Introduction

The essentials of Frege’s theory of indirect discourse and propositional attitude ascriptions—his theory of indirect contexts, as I will call it—can be gleaned from the following short passage:

In reported speech one talks about the sense, e.g., of another person’s remarks. It is quite clear that in this way of speaking words do not have their customary reference but designate what is usually their sense. In order to have a short expression, we will say: In reported speech, words are used indirectly or have their indirect reference. We distinguish accordingly the customary from the indirect reference of a word; and its customary sense from its indirect sense. The indirect reference of a word is accordingly its customary sense. (Frege 1892: 59, his emphases)

These remarks suggest a certain general view about the senses and references of expressions in indirect contexts. For simplicity, I will focus on just one paradigmatic example of an indirect context, namely the linguistic context occupied by ‘p’ in sentences of the form ‘S believes that p’ (where ‘S’ is schematic for the name of a person and ‘p’ is schematic for a sentence). Using sentences of this form as an example (which I will continue to do for the remainder of the paper), the view suggested by the quoted passage can be stated in the following way.

Consider the sequence of sentences:

(1) Socrates is wise,

(2) Plato believes that Socrates is wise,

(3) Aristotle believes that Plato believes that Socrates is wise,

and so on. In (1), on Frege’s view, ‘Socrates is wise’ refers to a truth-value and expresses, as its sense, the thought that Socrates is wise. But in (2), he tells us, it refers to its customary sense, the thought that Socrates is wise. Moreover, if we follow his suggestion and
distinguish an expression’s customary sense from its indirect sense, we must conclude that its sense in (2) is not the thought that Socrates is wise. It is, rather, a mode of presentation or way of thinking of that thought (Frege 1892: 57).

Similar conclusions about the sense and reference of ‘Socrates is wise’ in (3) can be derived on the assumption that indirect contexts iterate, i.e., that, because, in (3), ‘Socrates is wise’ is embedded in the context ‘Plato believes that …’, which is itself embedded in the context ‘Aristotle believes that …’, the context it occupies there is, as it were, doubly indirect. It follows that the reference of ‘Socrates is wise’ in (3) will be, not the thought that Socrates is wise, but rather the mode of presentation or way of thinking of that thought that it expresses in (2). And its sense in (3) will be a mode of presentation of that mode of presentation.¹

This same reasoning will apply to every sentence in the imagined sequence. The suggested view is thus that, in each sentence in the sequence, the embedded sentence ‘Socrates is wise’ has a different reference and expresses a different sense. Specifically, the view is that the reference of that sentence in (2) is the sense it expresses in (1), its reference in (3) is the sense it expresses in (2), and so on, where its sense is in each case a way of thinking of its reference. Parallel conclusions follow for each of the significant components of ‘Socrates is wise’ (i.e., ‘Socrates’ and ‘is wise’). The result is Frege’s hierarchy: each expression of a language that contains indirect contexts must be associated with an infinite number of distinct senses and references, one for each possible iteration of the expression ‘believes that’.

Both Carnap (1947: 130) and Davidson (1965: 14–15) famously objected that any language that is answerable to Frege’s theory would have to be unlearnable. For, in order to understand any given expression, one would need to grasp an infinite number of senses,

¹Frege does not explicitly say, in the quoted passage, that indirect contexts iterate, and so the passage does not strictly imply the conclusion of the last paragraph, which is why I have been saying only that the passage suggests the view in question. He does, however, appear to commit himself to the view in a famous letter to Russell (Frege 1980: 154).
something that (they contend) is patently impossible. Kripke (2008: 257–58) suggests, however, that the essence of this objection does not rest on the fact that the hierarchy is infinite. On his view, the crucial point is that, even if we consider only singly indirect contexts, Frege’s theory already seems to make implausible demands of teachers and learners of languages that contain indirect contexts. As he explains: “Ordinarily, we should think that to teach English to a foreigner one simply teaches some grammar, the vocabulary, and what all the words mean, and then we are through.” So, for example, if we teach someone (i) the expressions ‘Socrates’, ‘Plato’, ‘is wise’, and ‘believes that’, (ii) what each of these expressions means, and (iii) the appropriate English grammar, then she should be able to understand not only (1), but also (2) (and, indeed, if she knows the name ‘Aristotle’ and what it means, even (3)), without needing to be taught anything further. But, according to Frege’s theory, she should need to be taught something further: namely, the indirect senses of ‘Socrates’ and ‘is wise’. The fact that we don’t in fact need to teach her any such thing thus seems to give the lie to Frege’s theory.

Recently, however, a number of philosophers—including Kripke himself, in the paper just mentioned (the others are Burge (2004), Parsons (2009), and Peacocke (2009))—have taken it upon themselves to show that, appearances notwithstanding, Frege’s theory does not really conflict with the above facts about the transmission of languages that contain indirect contexts. They argue, in particular, that there are general rules that determine an expression’s singly indirect sense and reference on the basis of its customary sense, its doubly indirect sense and reference on the basis of its singly indirect sense, and so on, all the way up the hierarchy. All that is needed to save Frege, then, is to add these rules to his theory of sense and reference. The language learner does, of course, need to learn these rules. But they are learned in learning the sense of (for example) the expression ‘believes that’. So Frege’s theory fits the facts after all.

My objection to this attempt to save Frege will take an unusual, and perhaps surprising, form. For I think that Peacocke (2009), in particular, provides a plausible account of the unique “canonical”
ways of thinking of senses that are meant to serve as the indirect senses posited by Frege’s theory of indirect contexts. In other words, I think that we self-conscious thinkers, at least, are in a position to grasp the ways of thinking of senses, ways of thinking of ways of thinking of senses, and so on, that make up Frege’s hierarchy. Nonetheless, I think that it is a mistake to introduce the notion of indirect sense—and so the hierarchy itself—into the theory of indirect contexts, i.e., into the theories of indirect discourse and ascriptions of propositional attitude. In short: there (probably) is a hierarchy of higher-order senses associated with each expression; but grasp of those senses is not required for grasp of sentences of (for example) the form ‘S believes that p’.

I proceed as follows. In §1, I explain the basic challenge Frege’s defenders need to meet. Then, in §2, I argue that the specific proposals developed by Burge (§2.1), Kripke (§2.2), and Peacocke (§2.3) all fail to meet this challenge.2 The result of that discussion will be that, in certain important respects, the introduction of indirect senses into the theory of indirect contexts is simply gratuitous. So, finally, in §3, I propose a different way of defending Frege, one that involves not merely supplementing his view, but actually revising it. I argue there that, by altering Frege’s formal framework—in particular, by abandoning his extensionalism—we can avoid the need to introduce indirect senses and references at all.

1 The challenge

On Frege’s theory of indirect contexts, it is a simple matter to state a principle that determines the indirect reference of an expression on the basis of its customary sense, because the reference of an expression in an indirect context just is its customary sense. More generally:

2Parsons (2009), for his part, doesn’t actually propose a hierarchy-climbing rule of the kind in question. Instead, he assumes that such a rule is available, and shows that its addition to Frege’s theory would suffice to meet the challenge. The resulting view is, however, subject to the criticism I make to Burge’s view.
**IND-Ref:** The reference of an expression in an indirect context of degree \( n \) is the sense it expresses in an indirect context of degree \( n - 1 \).

(An indirect context of degree zero is a transparent context, one in which an expression expresses its customary sense.) **IND-Ref** straightforwardly determines the singly indirect reference of an expression on the basis of its customary sense, its doubly indirect reference on the basis of its singly indirect sense, and so on. The problem, however, is that **IND-Ref** does not determine the expression’s indirect sense. We are thus in need of an additional rule.

Still, it is reasonable to assume that our knowledge of the indirect reference of an expression will be useful in determining its indirect sense. Indeed, it is typically assumed that the concepts of sense and reference are, in general, related by the following principle:

**Frege’s Principle:** The sense of an expression is a way of thinking of its reference.\(^3\)

And, assuming (per **IND-Ref**) that the indirect reference of an expression is its customary sense, Frege’s Principle tells us something, at least, about its indirect sense: the indirect sense of an expression is a way of thinking of its customary sense. Unfortunately, though, we need to know more than that the indirect sense of an expression is a way of thinking of its customary sense; we need to know precisely which such way of thinking it is. And Frege’s Principle cannot tell us that.

Burge (2004) has suggested, however—and he is followed here by Kripke (2008), Parsons (2009), and Peacocke (2009)—that we can answer this remaining question by noting that the singly indirect

---

\(^{3}\) A notable exception is Dummett (1973: 267–268), who suggests that, in indirect contexts, an expression may both express and refer to its customary sense. On such a view, indirect contexts must be treated as exceptions to Frege’s Principle. Otherwise, we would be forced to say that the sense of the name ‘Socrates’, for example, is a way of thinking both of Socrates and of itself. Incidentally, it was Carnap who first recognized the possibility of such a view, though he does not pursue the possibility at any length; see his (1947: 129).
sense of an expression is, plausibly, the canonical way of thinking of its customary sense (and, similarly, that its doubly indirect sense is the canonical way of thinking of its singly indirect sense, and so on). We can thus use the general idea of a canonical way of thinking to answer our remaining question. For the answer, on this view, is given by the general principle:

**Ind-Sense:** The sense of an expression in an indirect context of degree $n$ is the canonical way of thinking of the sense it expresses in an indirect context of degree $n - 1$.

But what is a canonical way of thinking?

The notion of a canonical way of thinking is derived from the notion of a canonical (or standard) name. The typical examples of canonical names are numerals, quotation-expressions, and expressions occurring in indirect contexts, which are said to be canonical names of numbers, expressions (that is, expression-types), and senses, respectively. The canonical way of thinking of something is then simply the sense of its canonical name. So, for example, if the canonical name of the number eighteen is the numeral ‘18’, then the canonical way of thinking of the number eighteen is the sense of the numeral ‘18’, whatever that is.

The central thought behind the notion of a canonical way of thinking is that the way of thinking of an entity that is associated with its canonical name is in some sense unique. It is unlike the ways of thinking of the same entity that are associated with other linguistic devices. Thus, to take an example given by Parsons (2009: 56), the expression ‘$9 \times 2$’ is associated with a certain way of thinking of the number eighteen, but that way of thinking is, in a certain sense, less direct than the one associated with the numeral ‘18’. It is in virtue of its peculiar intimacy with the number eighteen that

---


5It is generally assumed—though Kripke (2008: 260) seems to be an exception—that there are canonical ways of thinking only of abstract entities. Peacocke (2009: 164) even suggests that there may be canonical ways of thinking only of a certain special kind of abstract entity.
the numeral ‘18’ is said to be a canonical or standard name of that number and to express the canonical way of thinking of it, a way of thinking that plays a unique role in our thought about it.

Kripke, building on this idea, says (though he does not employ the language of canonicity) that what is special about the senses of canonical names is that they are immediately revelatory, where “a sense is revelatory of its referent if one can figure out from the sense alone what the referent is” (2008: 259) and is immediately revelatory if, in addition, “no calculation is required to figure out its referent” (2008: 261). So, for example, ‘9 × 2’ would be revelatory, but not immediately revelatory, whereas ‘18’ would be immediately revelatory. Similarly, Burge holds that the senses of expressions occurring in indirect contexts are special (among senses) in that they must satisfy the Principle for Canonical Names of Senses, which says that “[t]he canonical name of a sense can be understood only if the sense that it names is understood” (2004: 174). These are both ways of spelling out the idea that a canonical way of thinking is peculiarly intimately related to its object.

We thus know quite a bit about canonical ways of thinking of senses. Assume, for example, that Σ is the customary sense of ‘Socrates’ and that the canonical way of thinking of Σ is C(Σ), where C(x) is a function—Burge (2004: 172) calls it “the canonical sense function”—from senses to canonical ways of thinking of them. Then we know that you can figure out from C(Σ) alone, and without calculation, that it’s a way of thinking of Σ. And we know that anyone who understands (has a grasp of) C(Σ) also understands (has a grasp of) Σ.

The problem is that neither of these features of canonical ways of thinking of senses—neither the fact that they are immediately revelatory, nor the fact that they are subject to the Principle for

---

6Burge also accepts the Stronger Principle for Canonical Names of Senses: “To think the sense of a canonical name of a sense, one must simultaneously think the lowest-level (ultimately, customary) sense in the downward hierarchy associated with the canonical name” (2004: 174). Cf. Peacocke 2009: 166: “it is a distinctive feature of the canonical concept of F that a thinker cannot possess that canonical concept unless he has at least a partial grasp of the concept F itself.”
Canonical Names of Senses—tells us what we needed to know. For these features both concern the “downward” relation between sense and reference. That is, they treat of the special way in which the sense of a canonical name determines its reference. But we needed to know about the “upward” relation between reference and sense: we needed to know how the reference of a canonical name of a sense determines its sense. Or, more precisely, and continuing the example of the last paragraph: we needed to know how someone with a grasp of $\Sigma$ acquires a grasp of $C(\Sigma)$.

To see the problem more clearly, consider the following consequences of Kripke’s remarks about language learning, which I quoted in the Introduction. First, if you understand both

1. Socrates is wise
and

4. Aristotle is a philosopher,
then you can also understand

5. Aristotle is wise.

For you understand each of its significant parts (i.e., you know the relevant vocabulary, and you know what all the words mean), and you understand the way in which they are combined (i.e., you know the grammar), and that is all there is to understanding a sentence. Similarly, if you understand both

2. Plato believes that Socrates is wise
and

4. Aristotle is a philosopher,
then you can also understand

6. Plato believes that Aristotle is wise.
For, again, you understand each of its significant parts—‘Plato’, ‘believes that’, ‘Aristotle’, and ‘is wise’—and you understand the way in which they are there combined—for you understand (2), in which different parts are combined in just that way—and that is all there is to understanding a sentence.

The question is how we can entitle ourselves to this second consequence, if we accept Frege’s theory of indirect contexts, on which the name ‘Aristotle’, as it occurs in (6), expresses a different sense than it does in (4). For, while anyone who understands (4) will have a grasp of the customary sense of ‘Aristotle’, what is required to understand (6) is a grasp of its indirect sense. And a grasp of the indirect sense of ‘Aristotle’ is not required—or, apparently, (and more importantly) entailed—by an understanding of (4). So, in order to explain the second consequence adduced in the preceding paragraph, we need to show that an understanding of both (2) and (4) suffices for a grasp of the indirect sense of ‘Aristotle’, and thus for an understanding of (6).

The suggestion under consideration—the suggestion proposed, in effect, by Frege’s contemporary defenders—is that you have, or can easily enough acquire, a grasp of the indirect sense of ‘Aristotle’ if (i) you have a grasp of its customary sense and (ii) you understand the expression ‘believes that’. What we have yet to see, however, is whether there is any way to make this suggestion work. Since Burge, Kripke, and Peacocke each proposes a different way of developing this suggestion into an account of canonical ways of thinking of senses and our grasp of them, I will, in the next section, consider their views separately, taking them in the order just indicated.

2 Indirect contexts and Frege’s hierarchy

2.1 Burge

At its core, Burge’s account of our grasp of indirect senses is fairly simple. Here is the basic idea:
We understand the indirect sense, and “know what it is” in the sense of comprehending it, if we can both use the that-clause-forming expression (‘that’) and understand the sense of the sentential expression to which it applies. Nothing more is needed. (2004: 172)

More generally, Burge holds that grasp of the sense of an expression in an indirect context of degree $n$ consists entirely in (i) grasp of the expression’s customary sense, (ii) grasp of the sense of ‘that’, and (iii) knowledge that the expression in question occurs in an indirect context of degree $n$.\(^7\)

My objection to Burge’s account starts from the observation that it seems to provide no answer whatsoever to the challenge posed in §1. That challenge, again, is to say how grasp of an expression’s customary sense combines with an understanding of the expression ‘believes that’ to provide an understanding of the expression’s indirect sense. Burge’s answer to the question “How does it suffice . . . ?” seems to be that it just does (“Nothing more is needed”): if you have a grasp of the customary sense and a grasp of the sense of ‘that’, then you have a grasp of the indirect sense.

Burge himself doesn’t seem to think that there’s a problem here, and in fact he repeatedly draws attention to the very feature of his account presently at issue. For example, after presenting and then summarizing his view, he says that “[m]astering the hierarchy of canonical names requires and involves nothing more” (2004: 177, my emphasis) than a grasp of the customary sense and a grasp of the sense of ‘that’. And, in describing the difference between a sense and the canonical way of thinking of it, he says:

These ways of thinking, at different levels of canonical sense, differ [...] entirely in the level of embedding of attribution. Thus the differences are needed by, but are exhausted by, the levels of logical attribution. (2004: 179, my emphases)

---

\(^7\) On condition (iii), see Burge 2004: 177–178, where he appeals to “a capacity to keep track of levels of iteration or embedding.”
It seems to me, though, that these differences between senses and canonical ways of thinking of them should be *required* by our theory of indirect contexts only if they are *not* exhausted by the application of the word ‘that’ (i.e., the “levels of logical attribution”). In other words, it seems to me that an account of our understanding of sentences containing indirect contexts will require the introduction of indirect senses only if our understanding of those sentences *cannot* be explained solely by appeal to our grasp of customary senses and our grasp of the sense of ‘that’.

Burge’s inability or refusal to say more than he does in answer to the above “how” question thus threatens to undermine the view that expressions in indirect contexts even *have* indirect senses. For it makes it hard to see any relevant difference between sentences that contain indirect contexts and sentences that don’t. To understand the sentence ‘Socrates is wise’, for example, you need only have a grasp of the customary sense of ‘Socrates’ and the customary sense of ‘is wise’ and know how the two are combined in the whole. Similarly, on Burge’s view, to understand the sentence ‘Plato believes that Socrates is wise’, you need only have a grasp of the customary senses of ‘Plato’, ‘believes’, ‘that’, ‘Socrates’, and ‘is wise’, and know how they are combined in the whole. The question for Burge might then be put this way: in what sense do you also need a grasp of the indirect senses of ‘Socrates’ and ‘is wise’, if such a grasp is already guaranteed by, or contained in, your grasp of the customary senses of ‘that’, ‘Socrates’, and ‘is wise’? (And the difference can’t just be in the embedding, since we don’t need to introduce indirect senses to explain our grasp of the senses of iterable functional expressions like ‘x’s father’ or of iterable operational expressions like ‘or’.)

It thus seems that, for purposes of providing an account of our understanding of sentences containing indirect contexts, appeal to indirect senses is wholly gratuitous. Importantly, this fact is implicitly acknowledged not only by Burge, but also by Parsons, who says that we can see the hierarchy of senses “as a kind of epiphenomenon of the simple part at the basis of the hierarchy” (2009: 57).  

---

8The present objection to Burge’s view thus applies also to Parsons’s view.
of this, of course, entails straightaway that the hierarchy should be abandoned; there may yet be reasons, after all, for introducing indirect senses. But it does suggest that the motivation for the hierarchy lies entirely in Frege’s conviction that an expression in an indirect context refers to its customary sense and therefore (given Frege’s Principle) cannot express it, but must instead express a way of thinking of it.

I will return to this issue in §3. First, however, we need to see whether either Kripke or Peacocke has an account of indirect senses that can respect Kripke’s points about language learning without rendering indirect senses epiphenomenal.

2.2 Kripke

Having introduced a version of the principle I stated above as Ind-Ref, Kripke says:

Words in an indirect context refer to their ordinary senses. But what is the sense in the indirect context? Here we should surely say that the rule [Ind-Ref] itself, applied to each indirect case, gives the indirect sense. For we have conceded that it determines the reference in each particular case, and whatever determines a reference is a Fregean sense. This consideration can then be applied iteratively, and we appear to have a theory of the entire hierarchy. (2008: 268–269)

The idea, I take it, is that, if we know what sense a word would express in an indirect context of degree $n$, the rule Ind-Ref will tell us what sense it would express in an indirect context of degree $n + 1$. An apparent problem with this suggestion is that, as I pointed out in §1, Ind-Ref itself says nothing at all about the indirect sense of any expression. According to Kripke, however,

---

9Ind-Ref is a generalization of Kripke’s rule ($\beta$): “When words appear in indirect contexts, that is, ‘says that’, ‘believes that’, and so on, they refer to their senses in the clause following the ‘that’” (2008: 268).
one does not, when using an expression or introducing an
expression, have to specify two things, its reference and its
sense. Once one specifies the reference one has specified the
sense. (2008: 255)

On Kripke’s view, then, the function of $\text{Ind-Ref}$ is indeed to specify
an expression’s indirect reference. But since to specify its indirect
reference is to specify its indirect sense, $\text{Ind-Ref}$ also specifies its
indirect sense.

The crucial claim here is that to specify an expression’s reference
is to specify its sense. The example Kripke gives in support of this
claim, which comes from Frege’s *Grundgesetze der Arithmetik* (1893:
sections 31 and 32), is that of the specification of the sense of a
sentence in terms of a certain sort of specification of its reference,
i.e., its truth-value. Thus, take the sentence ‘Socrates is wise’. The
truth-value of this sentence, on Frege’s view, can be described as
the result of applying the function $\text{Wise}(x)$ to the argument $\text{Socrates}$,
which result we can write: $\text{Wise}(\text{Socrates})$. Now, this specification of
the relevant truth-value also, in effect, gives the truth-conditions
of the sentence. For to say that ‘Socrates is wise’ refers to $\text{Wise}(\text{Socrates})$
is to say under what conditions the sentence is true: it is true just in
case the value of the function $\text{Wise}(x)$ for the argument $\text{Socrates}$ is
the True. Finally—and this is the key point for Kripke’s purposes—
once we have given the truth-conditions of the sentence in this way,
we can say what its sense is, namely, the thought that those truth-
conditions are fulfilled, or, more fully, the thought that the value of
the function $\text{Wise}(x)$ for the argument $\text{Socrates}$ is the True.$^{10}$

If these points are to be useful in explaining the hierarchy, how-
ever, they must generalize, both to the senses of subsentential, even
simple, expressions, and to indirect senses. So, first, consider just the
name ‘Socrates’. If I say that the name ‘Socrates’ refers to Socrates, I

$^{10}$As a couple of anonymous referees pointed out to me, this last formulation of
Frege’s idea (if not the idea itself) is questionable: it simply isn’t plausible that the
thought expressed by the sentence ‘Socrates is wise’ is about functions, arguments,
and truth-values. In §3, however, I provide a way of spelling out Frege’s idea—or, at
least, something quite close to it—that escapes this objection; see especially §3.5.
have, of course, specified the reference of the name ‘Socrates’. And, in doing so, I have myself referred to Socrates in some particular way. The way in which I have referred to Socrates is the sense that Kripke says is specified (because it is expressed) in specifying the reference. That is, the sense of the name ‘Socrates’ is the way of thinking of Socrates employed in saying that the name ‘Socrates’ refers to Socrates.

Unfortunately, there is some sloppiness here. Suppose I say that the name ‘Hesperus’ refers to Venus. Here, again, I have specified the reference of the name ‘Hesperus’ and, in doing so, I have referred to Hesperus (i.e., to Venus) in some particular way. But, in this case, the way in which I have referred to Hesperus is not the way in which we customarily refer to it in using the name ‘Hesperus’. For the names ‘Hesperus’ and ‘Venus’, while they have the same reference, differ in sense. So they involve different ways of referring to the same thing. It is thus misleading, at best, for Kripke to say that in specifying an expression’s reference I have specified its sense. For I can specify the reference of a particular expression without specifying its sense—even if I do, in the relevant sense, specify a sense, namely the sense of the expression I use in specifying the mentioned expression’s reference.

What we must say, then, is that there is some particular way of specifying the reference of an expression that amounts to specifying its sense. And so there is: any instance of the disquotational schema

‘…’ refers to …

—where the same expression fills both ellipses—will specify not only the reference but also (indirectly, as it were) the sense of the mentioned expression. For example, in

‘Socrates’ refers to Socrates,

just as the reference of the mentioned expression ‘Socrates’ is specified (directly) by using the very same expression to refer to it, so the sense of the mentioned expression ‘Socrates’ is specified (indirectly) by using the very same expression to express it. As Dummett puts it
(in a passage Kripke himself quotes approvingly (2008: 255, note 6)): “we say what the reference of a word is, and thereby show what its sense is” (Dummett 1973: 227, his emphases). In other words, we know the sense and reference of the mentioned expression by knowing the sense and reference of the used expression; for the sense and reference of the mentioned expression just are the sense and reference of the used expression.

The problem is that these remarks cannot be extended in any obvious way to the indirect occurrences of expressions. What we need is a way of completing ‘Socrates’ in ‘Plato believes that Socrates is wise’ refers to . . . where what fills the ellipsis is an expression that refers to the customary sense of ‘Socrates’ and expresses its indirect sense. But there are only two ways of filling the ellipsis, and neither of them is satisfactory. First, we might observe that the name ‘Socrates’ itself refers to its customary sense and expresses its indirect sense when it occurs in an indirect context. Unfortunately, however, the second gap in ‘. . . refers to . . . ’ is an ordinary, transparent context, where ‘Socrates’ will refer to its customary reference and express its customary sense. So the occurrence of ‘Socrates’ that would fill the ellipsis will have its customary—rather than, as is needed, its indirect—sense and reference. Second, we might introduce a distinct expression to refer to the customary sense of ‘Socrates’ and express its indirect sense. Say we write it ‘Socrates’. Then we have two choices: either the underline expresses a rule that takes us from senses to canonical ways of thinking of them (which is what Kripke’s idea—that to specify the reference of an expression is to specify its sense—was already supposed to do), or the name is semantically primitive. If the former, we are back where we started. If the latter, we are apparently forced to admit that Frege’s theory does, after all, contradict Kripke’s points about language learning.

To be sure, Kripke does make another suggestion, namely, that we interpret Frege as holding that, in every case in which a thinker determines a reference, she is acquainted with the way in which
the reference is thus determined, and so is acquainted with the relevant sense.\footnote{Cf. Kripke 2008: 271–272: “Every time we determine a referent, we are introspectively acquainted with how the referent is determined, and that is the corresponding sense. [...] Thus the Fregean hierarchy of indirect senses, doubly indirect senses, and the like is given this way. Each level of the hierarchy is the acquaintance-sense of the previous level.” Mendelsohn (2005: 156), too, suggests that we are acquainted with the senses of expressions we understand.} To use an expression to refer to its customary sense—as we do when we use it in an indirect context—is thus to be acquainted with its indirect sense, the relevant way of thinking of its customary sense. Without an account of such acquaintance, however, Kripke’s account seems to amount to the bare assurance that we are in fact acquainted with higher-order senses. But since Peacocke develops essentially this idea, and does so in a way that makes it quite plausible, I will not press this objection here, but will instead turn immediately to a discussion of Peacocke’s view.

### 2.3 Peacocke

As an account of canonical ways of thinking of senses, Peacocke proposes the following, where can(F) is the canonical way of thinking (the canonical concept, in Peacocke’s way of speaking) of the concept F:

\[
(*) \text{ For an arbitrary concept } C \text{ to fall under can}(F) \text{ is for the fundamental condition for something to fall under } C \text{ to be that it meets condition } R, \text{ where } R \text{ is in fact the fundamental reference rule for the concept } F. \quad (2009: 165)
\]

The resulting view, which is grounded in (*), is then that “for each concept F, there is a canonical way of thinking can(F) of the concept F. This canonical way is uniquely fixed [...] by what individuates the concept F itself” (2009: 169).

The general idea here is that the conditions that individuate a canonical way of thinking can(W) of a way of thinking W can be given in terms of the conditions that individuate the way of thinking W itself. In order to apply this general idea, we of course need to have
an account of the individuation-conditions of the ways of thinking that lie at the base of Frege's hierarchy, i.e., those ways of thinking that serve as customary senses. I will assume, however, that these conditions can be given by giving conditions on the employment of these ways of thinking. Thus, for example, suppose that $\Sigma$ is the customary sense of the name ‘Socrates’. Then the individuation-conditions of $\Sigma$ can be given by giving conditions on its employment, as follows: to employ $\Sigma$ is to think of Socrates as Socrates. And, just as we can explain individuation-conditions in terms of employment-conditions, we can explain possession-conditions in terms of employment-conditions: thus, to possess $\Sigma$ is to be disposed to think, or capable of thinking, of Socrates as Socrates—that is, it is to be disposed to employ, or capable of employing, $\Sigma$.

We can then provide an account of $\text{can}(\Sigma)$ that parallels Peacocke’s (*), and that gives the employment-conditions—and so, as before, the individuation- and possession-conditions—of $\text{can}(\Sigma)$ in terms of the employment-conditions of $\Sigma$ itself:

(#) To employ $\text{can}(\Sigma)$ is to think of $\Sigma$ as that way of thinking to employ which is to think of Socrates as Socrates.

We can thus say, paraphrasing Peacocke, that, for each way of thinking $W$, there is a canonical way of thinking $\text{can}(W)$ of the way of thinking $W$. This canonical way is uniquely fixed by what individuates the way of thinking $W$ itself (namely, its employment-conditions).

Now, it might seem that, on the account illustrated by (#), employing a canonical way of thinking $\text{can}(W)$ of a way of thinking $W$ involves making explicit to yourself the employment-conditions on $W$. And such a view would be too demanding: employing the sense of the sentence ‘Plato believes that Socrates is wise’—say, judging that Plato believes that Socrates is wise—does not require explicit

---

12 This view of ways of thinking is the one that I prefer, but it is also suggested by Peacocke himself, for example when he says that his account is an account of “what it is to be employing $\text{can}(F)$ in thought” (2009: 165, my emphasis). It is also an important part of the theory of concepts he develops in Peacocke 1992.
knowledge of the employment-conditions of the sense of the embedded sentence ‘Socrates is wise’. Such a view, in other words, would over-intellectualize the requirements on using and understanding others’ uses of sentences like ‘Plato believes that Socrates is wise’. For using and understanding others’ uses of such sentences would require that you explicitly articulate to yourself principles like the above principle for Σ, i.e., that to employ Σ is to think of Socrates as Socrates. And using and understanding others’ uses of sentences like ‘Aristotle believes that Plato believes that Socrates is wise’ would require that you explicitly articulate to yourself principles like (#) itself. And so on. For these reasons, Peacocke suggests that the knowledge of employment-conditions in question—the knowledge required by employment of the relevant way of thinking—is not explicit, but merely tacit (2009: 165–166).

My objection to Peacocke’s account is that his retreat to merely tacit knowledge doesn’t work. Specifically, the principle (#)—or, more generally, (*)—actually requires that the knowledge in question be explicit, and not merely tacit.

Here’s why. If you have a grasp of the sense of

(2) Plato believes that Socrates is wise,

then, according to Frege’s theory of indirect contexts, you have a grasp of can(Σ), the indirect sense of ‘Socrates’. According to Peacocke, you thus have tacit knowledge that Σ is that way of thinking to employ which is to think of Socrates as Socrates. So far, so good: it is plausible that grasp of can(Σ) requires tacit knowledge of (#). But here’s the problem: we need to distinguish mere grasp of a way of thinking from actual employment of that way of thinking (just as I distinguished employment- and possession-conditions, above). And, as (#) itself tells us, to employ can(Σ), as opposed to merely grasping or possessing it, is actually to think of Σ as that way of thinking to

13Though there may be reason to doubt this requirement, if young children and (non-rational) animals can represent others’ thoughts, since young children and (non-rational) animals presumably do not have even tacit knowledge of principles like (#).
employ which is to think of Socrates as Socrates. So judging that Plato believes that Socrates is wise, for example, involves actually thinking of $\Sigma$ as that way of thinking to employ which is to think of Socrates as Socrates. In other words, it involves explicit knowledge of the employment-conditions of $\Sigma$.

So the initial objection stands: Peacocke’s account is too demanding. For, while it is plausible that mere possession of can($\Sigma$) involves only tacit knowledge of (#), employment of can($\Sigma$) must involve explicit knowledge of (#). To think otherwise is to violate the distinction between mere possession of a way of thinking and employment of it.

Importantly, however, the objection here is an objection only to the conjunction of two distinct claims: (i) that to employ can($\Sigma$) is to have explicit knowledge of the employment-conditions of $\Sigma$ and (ii) that can($\Sigma$) is the indirect sense of ‘Socrates’. For it is only the conjunction of these two claims that entails that the use of the sentence ‘Plato believes that Socrates is wise’ involves explicit knowledge of (#), and it is only this consequence that is objectionable. If taken on its own, as part of an account of canonical ways of thinking of senses, claim (i) strikes me as plausible. What is not plausible is only that grasp of such ways of thinking is a condition on understanding sentences containing indirect contexts. And that is because it not plausible that employment of such ways of thinking is a condition on using sentences containing indirect contexts.

The result is that there are really two separate issues at stake here: (i) the existence of Frege’s hierarchy (a hierarchy of canonical ways of thinking of senses) and (ii) the need to draw on the elements of the hierarchy in providing a theory of indirect contexts. My concern here is only with (ii). So far as (i) goes, Peacocke’s proposal is attractive. It simply has unacceptable consequences if employed in providing a theory of indirect contexts.
2.4 Conclusion

Before moving on, I want to stress the two central conclusions I have drawn in this section.

First, while Peacocke, in particular, provides a plausible account of canonical ways of thinking of senses (and thus of infinite hierarchies of such ways of thinking), it is not plausible that these ways of thinking serve as the senses of expressions occurring in indirect contexts. Such a supposition would make it out to be much more difficult than it is to understand sentences containing indirect contexts. So, while a theory like Peacocke’s might suffice to make plausible the existence of Frege's hierarchy itself, it does not suffice to save Frege’s theory of indirect contexts from the sort of objection raised by Carnap, Davidson, and Kripke.

Second, certain aspects of Burge’s account of the hierarchy suggest that, at least for the purposes of providing an account of indirect contexts, Frege’s introduction of indirect senses is simply gratuitous. For the account suggests that we can understand a sentence like ‘Plato believes that Socrates is wise’ if (i) we have a grasp of the customary sense of each of its parts and (ii) we know how those parts are combined in the whole. There is thus no need to require a grasp of the indirect sense of ‘Socrates is wise’.

Burge’s own view, as we saw, is that a grasp of the indirect sense of ‘Socrates is wise’ is needed. And it is indeed needed, given principles Frege himself seems to accept: for the existence of indirect senses is forced on us by the conjunction of Ind-Ref and Frege’s Principle. In an attempt to save Frege’s theory, Burge concludes that a grasp of the indirect sense is, if required, somehow at the same time guaranteed by a grasp of ‘that’ and a grasp of the customary sense of ‘Socrates is wise’. It appears, however, that the guarantee is introduced solely to meet the need. Of course, if the need is real, it may make sense to accept the guarantee (strange as that guarantee may seem). But the present state of affairs should, I submit, make us wonder whether the need is in fact real. It should make us wonder, in particular, whether we can avoid the introduction of indirect senses entirely, by rejecting either Ind-Ref or Frege’s Principle.
3 Extensionality and indirect contexts

3.1 Motivation

When I introduced Frege’s theory of indirect contexts, in the Introduction, I did so without saying anything about his reasons for accepting it. But these reasons are well-known: Frege’s theory of indirect contexts is grounded, ultimately, in his extensionalism, i.e., his adherence to the following principle:

the Principle of Extensionality: The truth-value of a sentence is a function only of (its syntax and) the references of its parts.

Given only this principle and facts about the truth-conditions of relevant sentences (i.e., sentences of the form ‘S believes that p’), it can be shown that expressions occurring in indirect contexts plausibly refer to their customary senses, rather than their customary references. Assuming in addition only the truth of Frege’s Principle (i.e., that the sense of an expression is a way of thinking of its reference), it follows that expressions occurring in indirect contexts express ways of thinking of their customary senses, rather than their customary senses themselves.

Thus, consider the two sentences

(7) John believes that Hesperus is a planet

and

(8) John believes that Phosphorus is a planet.

If we accept the Principle of Extensionality, and we assume that ‘Hesperus’ and ‘Phosphorus’ have their customary references in (7) and (8), then it follows that (7) and (8) have the same truth-conditions. But they do not, because John might not believe (he might even deny) that Hesperus is Phosphorus. So, if we accept the Principle of Extensionality, as Frege does, we are forced to conclude that, in (7) and (8), ‘Hesperus’ and ‘Phosphorus’ do not have their customary references. It is this fact that leads Frege to suggest that
they refer instead to their customary \textit{senses}. In other words, it is the Principle of Extensionality that leads Frege to introduce \textsc{ind-ref} and the notion of indirect reference. The introduction of the notion of indirect \textit{sense} then follows from the conjunction of \textsc{ind-ref} and Frege’s Principle.

But now why not just treat sentences like (7) and (8) as exceptions to the Principle of Extensionality?\footnote{Kripke raises this question as well, but immediately sets it aside, apparently on merely interpretive grounds: “Why shouldn’t the reference of the whole be allowed to depend on other features [than the references] of the parts? Indeed, why not just say that exceptions to this principle obviously exist, e.g., in indirect contexts and possibly in quotation? […] It could be argued that \textit{for Frege} the principle is analytic” (2008: 270, note 46, my emphasis). Kripke may be right about Frege. The question here, though, is whether Frege is right about the principle, i.e., whether the principle really is analytic, or even true.} After all, if we did so, we could perhaps say both that sentences (7) and (8) have different truth-conditions and that ‘Hesperus’ and ‘Phosphorus’ refer, in (7) and (8), to their customary references, and so express their customary senses. The arguments of §2 suggest that such a view, if it is possible, is actually preferable to Frege’s own. My aim in the remainder of this essay, then, is to show that that such a view is possible, by showing that we can coherently allow such exceptions to the Principle of Extensionality.\footnote{I should mention here that Parsons (2009: 49) actually implicitly rejects (i.e., allows exceptions to) the Principle of Extensionality. He is nonetheless forced to introduce higher-order senses into his theory of indirect contexts, however, because he retains a metaphysical variant of the Principle of Extensionality: namely, the principle that the truth-value of a thought is a function only of (its form or “syntax” and) the objects and functions of which its parts are ways of thinking. I say more about this “Metaphysical Principle of Extensionality,” and my strategy for rejecting it, in §3.5 below. Despite this crucial difference between my own view and Parsons's, I have learned a great deal from his paper.} (I explain my reasons for not rejecting Frege’s Principle instead in §3.5.)

3.2 The strategy

The view I propose in what follows employs a semantic framework modeled on Carnap’s (1947) “method of intension and extension,”
adapting the framework slightly to suit my Fregean purposes. I will begin, then, by explaining briefly how I take this adaptation of Carnap’s strategy to work.

Importantly, if we consider just simple sentences, like ‘Socrates is wise’, Frege’s and Carnap’s theories are formally quite similar. In particular, where Frege assigns to each expression both a sense and a reference, and holds that sense determines reference (cp. Frege’s Principle), Carnap assigns to each expression both an intension and an extension, and holds that intension determines extension. And where Frege holds that the truth-conditions of such sentences are fixed by (their syntax and) their references, and indeed that the reference of a sentence is its truth-value, Carnap holds that the truth-conditions of such sentences are fixed by (their syntax and) their extensions, and indeed that the extension of a sentence is its truth-value. Finally, where Frege holds that the sense of a sentence is a thought, namely, the thought it expresses, Carnap holds that the intension of a sentence is a proposition, namely, the proposition it expresses.

As I understand it, the shared idea here is that each expression has two different semantic values: sense and reference in Frege; intension and extension in Carnap. And, in both cases, one of these semantic values (sense in Frege; intension in Carnap) is connected with what a sentence expresses, while the other (reference in Frege; extension in Carnap) is connected with the truth-conditions of sentences.

What is interesting about comparing these two semantic frameworks, however, is that, for Carnap, the connection between extension and truth-conditions is, in certain cases, broken. Thus, when he comes to a treatment of indirect contexts, what Carnap says is not that the extension of an expression in an indirect context shifts—which would be the direct parallel of what Frege says—but instead that the truth-conditions of some sentences depend on their intensions rather than on their extensions.16

16More precisely, what Carnap says is that the truth-conditions of belief-sentences (and other propositional-attitude sentences) depend on intensional isomorphisms,
To allow exceptions to the Principle of Extensionality, then, is to accept the Fregean variant of Carnap's claim that in sentences of the form ‘S believes that p’ the embedded sentence ‘p’ occurs in a nonextensional context, in the sense that the truth-conditions of the whole sentence depend on the intension, rather than the extension, of the sentence ‘p’ (and, a fortiori, on the intensions, rather than the extensions, of the significant parts of ‘p’). The Fregean variant of this claim is simply that the truth-conditions of a sentence of the form ‘S believes that p’ depend on the (customary) sense, rather than the (customary) reference, of the embedded sentence ‘p’. This is, importantly, a claim that Frege himself accepts. But, because he also accepts the Principle of Extensionality, he takes it to imply that the embedded sentence ‘p’ refers to its (customary) sense. What the possibility of Carnap’s alternative semantic framework shows, then, is precisely that this last move is not forced on us by the nature of semantic theorizing as such; it shows us that we don’t need to say that an expression in an indirect context refers to its customary sense in order to say that the truth-conditions of a sentence of the form ‘S believes that p’ depend on the customary sense (rather than the customary reference) of ‘p’.

In order finally to assess these claims, however, we need to see what a non-extensionalist Fregean theory of indirect contexts looks like in detail. I proceed, in what follows, by first providing (in §3.3) an appropriate Fregean semantics for a fragment of English that contains no indirect contexts. With that background in place, I show (in §3.4) how to extend that semantics to an expanded fragment of English that does contain indirect contexts.17

### 3.3 A sample language

Vocabulary. The vocabulary of the initial language fragment is as follows.

---

17My approach here is modeled on that employed by Parsons 2009.
Table 1: Senses and references of the basic expressions

<table>
<thead>
<tr>
<th>Sense</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Socrates’</td>
<td>⟨Socrates⟩</td>
</tr>
<tr>
<td>‘Plato’</td>
<td>⟨Plato⟩</td>
</tr>
<tr>
<td>‘Aristotle’</td>
<td>⟨Aristotle⟩</td>
</tr>
<tr>
<td>‘ξ is wise’</td>
<td>⟨ξ is wise⟩</td>
</tr>
<tr>
<td>‘ξ believes ζ’</td>
<td>⟨ξ believes ζ⟩</td>
</tr>
</tbody>
</table>


Predicates: ‘ξ is wise’, ‘ξ believes ζ’

The Greek letters employed here anticipate the syntax of the language. In particular, both ‘ξ’ and ‘ζ’ mark places at which predicates can be completed by terms.

Syntax. There is just one syntactic rule:

**SYNT-1**: The result of completing a predicate with an appropriate number of terms is a sentence.

The language thus contains my example sentence ‘Socrates is wise’. It also of course contains other sentences, but I will continue to use this sentence as my primary example of a sentence that contains no indirect contexts.

Semantics. The senses and references of the simple expressions are given in Table 1. In general, the reference of a term is an object, and the reference of a predicate is a function from objects to truth-values. In accordance with Frege’s Principle, the sense of an expression is to be understood as a way of thinking of its reference. So the sense of a term is a way of thinking of the object to which the term refers, and the sense of a predicate is a way of thinking of the function to which the predicate refers. I indicate ways of
thinking by the use of angle brackets, and I employ Greek letters
to mark places at which ways of thinking of functions (the senses
of predicates) can be completed by ways of thinking of objects (the
senses of terms) to form thoughts (the senses of sentences).

The following semantic principles then determine the sense and
reference of every sentence of the language, on the basis of its syntax
and the senses and references of its parts (the predicate \( F\xi \) in these
principles is arbitrarily complex and may contain “gaps” other than
that marked by \( \xi \), making the principles recursive):

**Ref-1**: The reference of a complex expression \( Fa \) is the result of
applying the reference of the predicate \( F\xi \) to the reference of the
term \( a \).

**Sense-1**: The sense of a complex expression \( Fa \) is the result of
completing the sense of the predicate \( F\xi \) with the sense of the term
\( a \).

Using the principle **Ref-1**, we can then derive the reference of the
sentence ‘Socrates is wise’, as follows.

**The reference of ‘Socrates is wise’**: 

1. The reference of the sentence ‘Socrates is wise’ is the result of
   applying the reference of the predicate ‘\( \xi \) is wise’ to the reference
   of the term ‘Socrates’. (By **Ref-1**)
2. The reference of ‘\( \xi \) is wise’ is Wise(x). (Axiom)
3. The reference of ‘Socrates’ is Socrates. (Axiom)
4. So the reference of ‘Socrates is wise’ is the result of applying
   Wise(x) to Socrates, i.e., Wise(Socrates). (From 1–3)

In order to derive the *sense* of this sentence, however, we need to
know how the senses of predicates combine with the senses of terms
to form the senses of sentences. We need to know, in other words,
how ways of thinking of functions from objects to truth-values
combine with ways of thinking of objects to form thoughts.
The “syntax” of thoughts. I understand ways of thinking of objects, like \langle Socrates \rangle, and ways of thinking of functions from objects to truth-values, like \langle \xi \text{ is wise} \rangle, as referential and predicative capacities, respectively. This construal of ways of thinking as capacities is not essential to what follows, but it will make the formulation of the relevant principles rather less cumbersome. What will matter about these capacities, for present purposes, is only that each referential capacity is associated with a single object and that each predicative capacity is associated with a single function from objects to truth-values. There are of course difficult questions that arise here—What are these capacities? How are they associated with the objects and functions of which they are (as here understood) ways of thinking? etc.—but these are issues that need to be treated elsewhere. Here, I will simply assume that the syntax of the language provides an image, of sorts, of the “syntax” of the thoughts expressible in it.\footnote{Cf. Frege 1923: 1: “It is astonishing what language can do. With a few syllables it can express an incalculable number of thoughts, so that even a thought grasped by a human being for the very first time can be put into a form of words which will be understood by someone to whom the thought is entirely new. This would be impossible, were we not able to distinguish parts in the thought corresponding to the parts of a sentence, so that the structure of the sentence serves as an image of the structure of the thought.”}

So, just as the result of completing a predicate with an appropriate number of terms is a sentence, so the result of completing a predicative capacity with an appropriate number of referential capacities is a thought. Again, a proper account of the “syntax” of thoughts will rest on a complete metaphysics of thoughts, which it is not my aim to provide here. Here I am simply assuming, in effect, that the metaphysics of thoughts will bear out the claim that thoughts have a sort of syntax, a basically language-like structure.

With these assumptions in mind, we can complete the semantics for our initial language fragment by introducing the following principle (where \langle F\xi \rangle is, again, arbitrarily complex and may contain “gaps” other than that marked by ‘\xi’):

**Thought-Synt-1:** The result of completing a predicative capacity \langle F\xi \rangle with a referential capacity \langle a \rangle is the way of thinking \langle Fa \rangle.
We can then derive the sense of the sentence ‘Socrates is wise’.

**The sense of ‘Socrates is wise’:**

1. The sense of ‘Socrates is wise’ is the result of completing the sense of the predicate ‘ξ is wise’ with the sense of the term ‘Socrates’. (By Sense-1)
2. The sense of ‘ξ is wise’ is ⟨ξ is wise⟩. (Axiom)
3. The sense of ‘Socrates’ is ⟨Socrates⟩. (Axiom)
4. So the sense of ‘Socrates is wise’ is the result of completing ⟨ξ is wise⟩ with ⟨Socrates⟩, i.e., ⟨Socrates is wise⟩. (From 1–3 and Thought-Synt-1)

**The semantics of thoughts.** One final issue I need to mention here has to do with the way in which the truth-conditions of a thought are determined by its component parts. In the case of the thoughts expressible in this initial language fragment, at least (but not, as we will later see, in every case), it would seem that the truth-value of a thought is determined by the objects and functions of which its parts are ways of thinking. So if we say that the *denotation* of a referential or predicative capacity is the object or function of which it is a way of thinking, we can provide a semantics of thoughts by means of the following principle (where, as before, ⟨Fξ⟩ is arbitrarily complex and may contain “gaps” other than that marked by ‘ξ’):

**Thought-TC-1:** The denotation of a complex capacity ⟨Fa⟩ is the result of applying the denotation of the predicative capacity ⟨Fξ⟩ to the denotation of the referential capacity ⟨a⟩.

So the truth-value of the thought ⟨Socrates is wise⟩ is the result of applying the denotation of ⟨ξ is wise⟩ to the denotation of ⟨Socrates⟩, i.e., the result of applying Wise(x) to Socrates, i.e., Wise(Socrates). What is important here is that this thought turns out to have the same truth-conditions as the sentence that expresses it, the sentence ‘Socrates is wise’. We will see below that it takes some additional work to secure this result for sentences containing indirect contexts. The reason for the difficulty—to anticipate—is that a simple
3.4 The theory of indirect contexts

I turn now to the theory of indirect contexts. My strategy here, again, is to introduce an indirect context-creating expression (‘that’) and to supplement the semantics of §3.3 so as to explain how the sense and reference of every sentence of the newly expanded language fragment is determined by (i) its syntax and (ii) the senses and references of its parts.

**Vocabulary.** In addition to the vocabulary provided above, the expanded language fragment contains a single operator.

**Operators:** ‘that ρ’

Again, the Greek letter ‘ρ’ anticipates the syntax of operators; it marks a place at which an operator can be completed by a sentence.

**Syntax.** There is just one additional syntactic rule:

**Synt-2:** The result of completing the operator ‘that ρ’ with a sentence is a term.

The expanded language fragment thus includes the example sentences ‘Plato believes that Socrates is wise’ and ‘Aristotle believes that Plato believes that Socrates is wise’. As before, it also includes many other sentences; but I will continue to use these as my primary examples.

**Semantics (Part I): Reference.** According to Frege, the truth-value of a thought of the form ‘S believes that p’ is a function of the (customary) sense, rather than the (customary) reference, of the embedded sentence ‘p’. On Frege’s own theory, this idea is captured
by the conjunction of \textsc{Ind-Ref} and the Principle of Extensionality. On the Carnapian variant of Frege’s theory, by contrast, it can be captured instead by the single principle:

$$\textbf{Ref-2:}$$ The reference of a complex expression ‘$F$(that $p$)’ is the result of applying the reference of the predicate ‘$F\xi$’ to the sense of the sentence ‘$p$’.

Once we have introduced \textsc{Ref-2}, there is no reason to suppose that the operator ‘that $\rho$’ has a reference. For, given only \textsc{Ref-2} and the principles provided in §3.3—but no assignment of a reference to ‘that $\rho$’—we can already derive the reference of the sentence ‘Plato believes that Socrates is wise’.

**The reference of ‘Plato believes that Socrates is wise’:**

1. The reference of ‘Plato believes that Socrates is wise’ is the result of applying the reference of the predicate ‘$\xi$ believes $\zeta$’ to the reference of ‘Plato’ and the sense of ‘Socrates is wise’ (in the appropriate order). (By \textsc{Ref-1} and \textsc{Ref-2})
2. The reference of ‘Plato’ is Plato. (Axiom)
3. The reference of ‘$\xi$ believes $\zeta$’ is $\text{Believes}(x,y)$. (Axiom)
4. The sense of ‘Socrates is wise’ is ⟨Socrates is wise⟩. (Previous result)
5. So the reference of ‘Plato believes that Socrates is wise’ is the result of applying $\text{Believes}(x,y)$ to Plato and ⟨Socrates is wise⟩ (in the appropriate order), i.e., $\text{Believes}(\text{Plato, }\langle \text{Socrates is wise} \rangle)$. (From 1–4)

One important consequence of not assigning a reference to ‘that $\rho$’ is that complex terms of the form ‘that $p$’ will not be assigned references either. But I assume that the semantics will be adequate if it assigns an appropriate sense and reference to every *sentence* of the language, even if it does not assign a sense and reference to every *complex expression* of the language.

Since we can make do without assigning a reference to ‘that $\rho$’, I will assume that we can also make do without assigning it a sense. In other words, I will give a thoroughly syncategorematic
treatment of ‘that ρ’\(^{19}\). To say that ‘that ρ’ has no sense, however, is not to say that it is meaningless. On the contrary, its meaning is given by the principle \(\text{Ref-2}\), which describes its contribution to the truth-conditions of the sentences in which it occurs. What does follow from the claim that ‘that ρ’ has no sense is that no thought-component corresponds to it. In other words: there is no capacity that stands to ‘that ρ’ as the referential capacity \(\langle \text{Socrates} \rangle\) stands to the name ‘Socrates’, or as the predicative capacity \(\langle \xi \text{ is wise} \rangle\) stands to the predicate ‘\(\xi\text{ is wise} \)’. So put, however, the claim that ‘that ρ’ has no sense does raise an important question: how are we to understand the thoughts expressed by sentences that contain the operator ‘that ρ’—for example, the thought that Plato believes that Socrates is wise? How, in particular, are the parts of these thoughts combined in the whole?

**The semantics of thoughts.** I will begin here with the semantics of thoughts, for the simple reason that we already know what the truth-conditions of the thought that Plato believes that Socrates is wise need to be, if the theory I am proposing here is going to be acceptable. For we already know that the truth-value of the sentence ‘Plato believes that Socrates is wise’ is \(\text{Believes(Plato, \langle \text{Socrates is wise} \rangle)}\), that this sentence expresses the thought that Plato believes that Socrates is wise, and that the latter needs to have the same truth-value as the former. The challenge, then, is simply to say how a thought with the parts \(\langle \text{Plato} \rangle\), \(\langle \xi \text{ believes } \zeta \rangle\), and \(\langle \text{Socrates is wise} \rangle\)—the parts, on the present account, of the thought that Plato believes that Socrates is wise—can have the truth-value \(\text{Believes(Plato, \langle \text{Socrates is wise} \rangle)}\).

The first key to meeting this challenge is the principle \(\text{Ref-2}\). What \(\text{Ref-2}\) tells us is that the truth-value of the thought that Plato believes that Socrates is wise is the result of applying the reference of ‘\(\xi\text{ believes } \zeta \)’ to the reference of ‘Plato’ and the sense of ‘Socrates is wise’. But the reference of ‘\(\xi\text{ believes } \zeta \)’ is the denotation of \(\langle \xi \text{ believes } \zeta \rangle\), the reference of ‘Plato’ is the denotation of \(\langle \text{Plato} \rangle\),

\(^{19}\)My reasons for preferring the syncategorematic treatment are given in §3.5.
and the sense of ‘Socrates is wise’ is the thought \langle\text{Socrates is wise}\rangle. So we can rephrase the relevant application of \text{Ref-2} in terms of the relevant thought-components themselves, and say, simply, that the truth-value of the thought that Plato believes that Socrates is wise is the result of applying the denotation of \langle\xi \text{ believes } \zeta\rangle to the denotation of \langle\text{Plato}\rangle and the thought (n.b.: \textit{not} the denotation of the thought) \langle\text{Socrates is wise}\rangle.

The second key to meeting the present challenge is to see that thoughts are partly defined by their truth-conditions, and completely defined by the \textit{way in which} their parts \textit{determine} their truth-conditions.\textsuperscript{20} Thus, the thought that Plato believes that Socrates is wise can be defined as the thought that has all and only the parts \langle\text{Plato}\rangle, \langle\xi \text{ believes } \zeta\rangle, and \langle\text{Socrates is wise}\rangle and whose truth-value is the result of applying the denotation of \langle\xi \text{ believes } \zeta\rangle to the denotation of \langle\text{Plato}\rangle and the thought \langle\text{Socrates is wise}\rangle. If we then mark the fact that the truth-value of a thought is a function of one of its parts itself, rather than of the denotation of that part, by putting the relevant part in square brackets, the thought that Plato believes that Socrates is wise is \langle\text{Plato believes } [\text{Socrates is wise}]\rangle. The semantics of the thoughts expressible by the expanded language fragment, which includes ‘that \rho’, can then be completed by adding the following principle:

\textbf{Thought-TC-2: } The denotation of a complex capacity \langle F[p]\rangle is the result of applying the denotation of the predicative capacity \langle F\xi \rangle to the thought \langle p\rangle.

Together, \textbf{Thought-TC-1} and \textbf{Thought-TC-2} give the result that the truth-value of the thought that Plato believes that Socrates is wise, i.e., \langle\text{Plato believes } [\text{Socrates is wise}]\rangle, is \text{Believes}(\text{Plato}, \langle\text{Socrates is wise}\rangle). So the thought that Plato believes that Socrates is wise as the same truth-conditions as the sentence ‘Plato believes that Socrates is wise’.

\textsuperscript{20} Compare this idea to the idea of Frege’s, mentioned in §2.2, that the sense of a sentence is the thought that its truth-conditions are fulfilled.
The “syntax” of thoughts. My introduction of square brackets reflects the fact that there are two ways in which an expression can contribute to the truth-conditions of the sentences in which it occurs, and thus, correspondingly, two ways in which a thought-component can contribute to the truth-conditions of the thoughts in which it occurs. I also said that the way in which a thought-component contributes to the truth-conditions of a thought in which it occurs is definitive of the thought itself. And this latter fact has consequences for the “syntax” of thoughts: it implies that there are two different ways in which a thought-component can occur in a thought. I will thus say that a thought-component marked by square brackets occurs indirectly in the relevant thought, and that a thought-component not marked by square brackets occurs directly in the relevant thought. Using these notions of direct and indirect occurrence, we can then revise the principle Thought-Synt-1 and introduce a second principle to complete the syntax of the thoughts expressible in the expanded language fragment, the fragment that includes the operator ‘that ρ’:

**Thought-Synt-1 (revised):** The result of completing a predicative capacity \(\langle F\xi \rangle\) directly with a referential capacity \(\langle a \rangle\) is the way of thinking \(\langle Fa \rangle\).

**Thought-Synt-2:** The result of completing a predicative capacity \(\langle F\xi \rangle\) indirectly with a thought \(\langle p \rangle\) is the way of thinking \(\langle F[p] \rangle\).

Thus, the result of completing the predicative capacity \(\langle \xi\text{ believes }\zeta \rangle\) directly with the referential capacity \(\langle \text{Plato} \rangle\) and indirectly with the thought \(\langle \text{Socrates is wise} \rangle\) is the thought \(\langle \text{Plato believes [Socrates is wise]} \rangle\).

I will say more about the notions underlying my use of square brackets in §3.5, where I respond to two potential objections to my theory of indirect contexts.

**Semantics (Part II): Sense.** The final step in formulating the theory of indirect contexts is to provide a principle that allows us to derive the sense of a sentence containing the operator ‘that ρ’ from
its syntax and the senses and references of its parts. This principle must interact appropriately with Thought-Synt-2, and so must appeal to the notion of the indirect completion of a predicative capacity, meaning that we must also revise the earlier principle Sense-1. The revised version of Sense-1, and the new principle Sense-2, are as follows:

**Sense-1 (revised):** The sense of a complex expression ‘Fa’ is the result of completing the sense of the predicate ‘Fξ’ directly with the sense of the term ‘a’.

**Sense-2:** The sense of a complex expression ‘F(that p)’ is the result of completing the sense of the predicate ‘Fξ’ indirectly with the sense of the sentence ‘p’.

Given these principles, plus the earlier principles, we can now derive the sense of the sentence ‘Plato believes that Socrates is wise’.

**The sense of ‘Plato believes that Socrates is wise’:**

1. The sense of ‘Plato believes that Socrates is wise’ is the result of completing the sense of the predicate ‘ξ believes ζ’ directly with the sense of ‘Plato’ and indirectly with the sense of ‘Socrates is wise’ (in the appropriate order). (By Sense-1 and Sense-2)
2. The sense of ‘ξ believes ζ’ is ⟨ξ believes ζ⟩. (Axiom)
3. The sense of ‘Plato’ is ⟨Plato⟩. (Axiom)
4. The sense of ‘Socrates is wise’ is ⟨Socrates is wise⟩. (Previous result)
5. So the sense of ‘Plato believes that Socrates is wise’ is the result of completing ⟨ξ believes ζ⟩ directly with ⟨Plato⟩ and indirectly with ⟨Socrates is wise⟩ (in the appropriate order), i.e., ⟨Plato believes [Socrates is wise]⟩. (From 1–4, Thought-Synt-1 and Thought-Synt-2)

We can also derive both the sense and the reference of the more complex sentence ‘Aristotle believes that Plato believes that Socrates is wise’—and, indeed, of any sentence involving further iterations of ‘believes that’. But the derivation is straightforward enough that I
will not produce it here. Instead, I will close by considering a couple of important potential objections to the view just introduced.

3.5 Objections and replies

First objection. I said above that a thought is defined, not just by its parts, but by the way in which its parts determine its truth-conditions. And you might wonder whether this view of the nature of thoughts isn’t just an *ad hoc* means of introducing the crucial distinction between direct and indirect occurrences of thought-components. So I want to take a moment here to show that the idea has application outside the theory of indirect contexts. That’s not to say that the idea doesn’t require more explanation and defense; it probably does. But it is to say that my use of it here at least isn’t *ad hoc*. And some additional explication of these ideas is undoubtedly in order anyway, since it is plausibly a general failure to acknowledge the possibility of what I have called an indirect occurrence of a thought-component that has prevented views like the one proposed above from being developed and taken seriously by theorists of indirect contexts.

Consider, then, the thought that Romeo loves Juliet and the thought that Juliet loves Romeo. These are thoughts that have exactly the same parts—⟨Romeo⟩, ⟨Juliet⟩, and ⟨ξ loves ζ⟩—but different truth-conditions. They are distinct thoughts, I will say, not because they differ in matter, but because they differ in form. And they differ in form precisely because their truth-conditions depend *in different ways* on their parts (on the same parts): the truth-value of the former is the result of applying the denotation of ⟨ξ loves ζ⟩ to the denotation of ⟨Romeo⟩ and the denotation of ⟨Juliet⟩, *taken in that order*, whereas the truth-value of the latter is the result of applying the denotation of ⟨ξ loves ζ⟩ to the denotation of ⟨Juliet⟩ and the denotation of ⟨Romeo⟩, *taken in that order*.

So the idea is that the order in which the terms occur in a sentence can serve to characterize the sentence’s form. Similarly, I am suggesting, the fact that some expressions in a sentence occur within
the scope of the complementizer ‘that’ can serve to characterize the sentence’s form. What ties these two features of sentences together is the idea that the logical form of a sentence, and also of a thought, is simply the way in which its truth-conditions depend on its parts (and, specifically, on their semantic values).

Second objection. On the approach I have adopted here, ‘that ρ’ is treated syncategorematically: it has neither a sense nor a reference. Its entire semantics is provided, instead, by the principles Ref-2, Sense-2, Thought-Synt-2, and Thought-TC-2. But, you might wonder, why not treat it categorematically, and say that it refers to, say, the identity function, and expresses a way of thinking of that function?21 Such a view would, after all, assign the right truth-conditions to the relevant sentences. And it promises to allow us to eschew the distinction between direct and indirect occurrences of thought-components, and the novel logical form (marked by square brackets) that comes with it.

The answer is that, while the categorematic approach does indeed assign the correct truth-conditions to sentences containing indirect contexts, it assigns the wrong truth-conditions to the thoughts expressed by those sentences. The basic problem is this. If we allow only (what I have called) direct occurrences of thought-components, the truth-value of any thought will need to depend on the objects and functions of which its parts are ways of thinking. In other words, we will need to accept the following metaphysical variant of the Principle of Extensionality:

the Metaphysical Principle of Extensionality: The truth-value of a thought is a function only of its form (i.e., its “syntax”) and the denotations of its parts.

But given (i) the Metaphysical Principle of Extensionality and (ii) the anti-extensionalist assumption that (for example) the thought that Socrates is wise is a component part of the thought that Plato

believes that Socrates is wise, it follows that the thought that Plato
believes that Socrates is wise depends on the truth-value of the
thought that Socrates is wise. It follows, in other words, that the
thought that Plato believes that Socrates is wise is true just in case
Plato stands in the belief-relation to the truth-value Wise(Socrates).
Supposing that the latter is the True, it follows that the thought that
Plato believes that Socrates is wise is true just in case Plato has any
true belief whatsoever.

So far as I can see, there are only two ways of avoiding this
conclusion. The first is to take Frege’s view, and conclude that the
thought that Plato believes that Socrates is wise does not have the
thought that Socrates is wise as a component part. The other is the
view proposed in §3.4.

Conclusion

I have made three claims in this paper. The first is that, even if
Frege’s hierarchy exists, it is a mistake to appeal to it in formulating
a Fregean theory of indirect contexts, because it is more difficult
to grasp the canonical way of thinking of a sense than it is to un-
derstand the occurrence of the relevant expression in an indirect
context. The second is that—the Principle of Extensionality aside—for
purposes of providing a theory of indirect contexts, it would be
gratuitous to introduce indirect senses, because we can explain our
understanding of sentences containing indirect contexts without so
much as mentioning them. The third is that we can, and therefore
should, abandon—that is, allow exceptions to—the Principle of Ex-
tensionality. In support of this last claim, I have developed, in some

22 This same objection applies to views—like Dummett’s (1973: 267–268), an earlier
view of Peacocke’s (1996), and Pietroski’s (1996)—that retain the Principle of Exten-
sionality while allowing exceptions to Frege’s Principle. For a detailed explana-
tion of the objection, as applied to Peacocke’s earlier view, see Burge 2004: 183ff. The moral
is that the only broadly Fregean alternative to Frege’s own theory of indirect contexts
is a resolutely non-extensionalist one, i.e., one that allows exceptions to both the
Principle of Extensionality and the Metaphysical Principle of Extensionality (stated
below).
detail, a non-extensionalist neo-Fregean theory of indirect contexts, one that employs Frege’s theory of sense and reference within a non-extensionalist semantic framework modeled on Carnap’s method of intension and extension. My final contention, then, is that, in the absence of strong arguments in favor of exceptionless adherence to the Principle of Extensionality, the non-extensionalist variant of Frege’s theory deserves to be taken very seriously.

So: are there strong arguments in favor of exceptionless adherence to the Principle of Extensionality? The only principled reason I have been able to find in Frege’s own writings stems from his desire for his Begriffsschrift to be fully substitutional. The desire for substitutivity motivates a commitment to extensionality because a fully extensional language is guaranteed to be fully substitutional. But this motivation for extensionalism doesn’t seem to me to go very far. Substitutivity does make for easy assessment of the validity of proofs. But it would be neither objectionable nor unmanageable to make a handful of principled exceptions. So the real question is whether there is, somewhere deep in Frege’s philosophy of logic, a reason for thinking that fully logical thought and language are (must be) fully substitutional. I myself doubt that such a reason, even if one were to be found, would persuade philosophers working today. But, nonetheless, if there is such a reason, it would deepen our understanding of Frege, and of the logic of indirect contexts, if we could lay it bare.

Among Frege’s defenders, on the other hand, the most powerful motivation for preserving extensionalism seems to be that “no non-extensionalist theory of belief has provided an alternative that is plausibly superior to the Fregean approach” (Burge 1979: 160). But, if the theory developed in §3 is coherent, this claim is simply false: the non-extensionalist neo-Fregean theory proposed here retains all the benefits of Frege’s own, while avoiding the defects that led philosophers like Carnap, Davidson, and Dummett to reject or revise it.

23Another reason is ad hominem: Frege accepts Leibniz’s salva veritate principle, applying it to both thoughts and sentences. Cf. Frege 1892: 158.
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